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Abstract. Generating images of digital fashion models dressed with
a curated outfit has various applications especially when these fashion
models can be conditioned on different poses, body sizes, etc. In this
paper, we propose novel conditioning architectures for diffusion models
for generating curated outfits to be rendered on a digital human in
predefined pose. The conditioned outfits are fed through information
pathways including learned deepset embedding and cross-attention with
pose skeleton, allowing for a strong conditioning signal for subject-driven
generation. Such an outfit renderer a) allows to scale fashion imagery
to millions of outfit combinations b) enables unprecedented access to
creative control over studio content generation c) provides high level of
personalization because users could explore or complete outfits on-demand
and also in their own likeness d) a stepping stone towards 2D virtual try
on which unlike 3D virtual try-on does not require dedicated hardware.

Keywords: Diffusion models, outfit renderer, cross-attention

1 Introduction

Generating images of fashion models wearing a curated outfit in desired poses
has the potential to disrupt the fashion e-commerce industry. A tool that allows
circumventing the need for a human model physically wearing the outfit combi-
nation would allow unprecedented creative control over studio fashion imagery.
Such a tool enables retail firms to onboard their articles to online platforms
more easily. Synthesizing images with desired content is a challenging computer
vision task. Generative models have been widely utilized to address this problem.
In recent years, diffusion models have achieved state-of-the-art performance on
various tasks including conditional image generation [16], [7], [17], [18], [11], [3].
Text-to-image models have been shown to generate high quality images [15],
[12], [13], but they lack the ability to drive the image towards a specific input
conditional image. [1] show that models can be forced to generate only over a
certain region in the image by providing a mask, but this still does not allow for
generating a given conditional image.



045

046

047

048

049

050

051

052

053

054

055

056

057

058

059

060

061

062

063

064

065

066

067

068

069

070

071

072

073

074

075

076

077

078

079

080

081

082

083

084

085

086

087

088

089

045

046

047

048

049

050

051

052

053

054

055

056

057

058

059

060

061

062

063

064

065

066

067

068

069

070

071

072

073

074

075

076

077

078

079

080

081

082

083

084

085

086

087

088

089

ECCV
#100

ECCV
#100

2 ECCV-20 submission ID 100

(a) Outfits (b) DF-DSC (c) DF-CAP (d) DF-FULL

Fig. 1: Sample results from our method DF are shown here. a) shows the input
conditional outfits to the DM. b-d) shows resulting images from the different
methods. We find that results from DF-FULL are more faithful to the input
conditions capturing the fine textural details.

Subject-driven generation with diffusion models (DM) has gained more pop-
ularity recently [14], [4]. However, the above methods assume some amount of
correlation of contexts with the pretrained large text-to-image models. This is
not suitable for problems such as studio fashion photography. The challenge here
is to not only generate the human in a predetermined pose, but also be strictly
faithful while overlaying the given conditional outfits on top of the human. The
final image should capture the full body of the human in a given pose and also
represent the fluidity of the outfits overlaid.

Previous works on the outfit renderer problem primarily used a generative
adversarial networks (GAN) based architecture [9], [21], but this has often resulted
training instability and also catastrophic mistakes during inference. In this work,
we present Dif-Fashion (DF), a diffusion model-based fashion outfit renderer. We
effective show ways of utilizing guided DM for our particular use-case of subject-
driven generation of fashion images. We demonstrate several key mechanisms in
the architecture of DM that allow for reconstructing the input garment image on
the rendered digital human.

Our main contributions in this paper can be briefly summarized as follows:

– Diffusion model-based outfit renderer—generating a digital human in a desired
pose and wearing a curated set of outfits, while being faithful to the texture
and semantics of the given outfits.

– Composing multiple outfits with deep set embeddings.
– Blob attention to capture the fluidity of the outfit on the digital human.
– Simulating classifier-free guidance with article dropping during training.
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(a) Cross-attention with
Pose (CAP) (b) Overall architecture

Fig. 2: a) Illustration of the allowed information flow in our cross-attention
mechanism is shown here. The attention values in the dot product (shown as
green arrows here) will effectively copy information from the different spatial
regions of the four outfits and allow more information conditioning for the diffusion
process. b) The overall architecture is shown here. The input pose, CAP output
and the noise are concatenated and fed as input to the DM, while the deepset
embeddings from ResNet50 are fed through the adaptive group normalization
layers in the autoencoding structure.

Being faithful to the given input(s) images is a non-trivial problem. We show that
a diffusion model-based outfit renderer produces images that accurately capture
the semantics as well as the fluidity of the outfits while generating high quality
digital humans paving the way for a revolution in fashion studio photography.
Sample results from our different methods can be found in Figure 1.

2 Dif-Fashion (DF)

DF utilizes conditional DM for the outfit renderer use-case. The goal of this work
is to generate a digital human in a desired pose and wearing a curated set of
outfits. The DM here is trained using pairs of outfits and a real human model
wearing these outfits (Ak,x), where x is the image of a real human model and
Ak is the variable number of outfits. We feed the input conditions of pose and
outfits to the DM.

2.1 Pose Conditioning

To be able to generate digital humans with a desired pose, we train the DM by
conditioning it on the pose. 16 keypoints extracted for the ground-truth images
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from a pretrained pose estimating method [19]. We pass the pose P ∈ R16×H×W ,
where H and W are the height and width of the images, by concatenating them
as 16 channels with the input to the autoencoding structure of the DM.

2.2 Outfit Conditioning

The set of outfits should influence and strongly condition the final image generated
by the DM. A set of K outfits {Ak}Kk=0, each is an image tensor of size RC×H×W .
We have explored two approaches to making this conditioning work.

Deepset Conditioning (DSC) In order to process a variable number of outfits
in the outfit, we use a deepset architecture [22]. First, we process each outfit
packshot image by an encoder in the form of a Resnet50 model [5] pretrained
on the ImageNet dataset [2] and further finetuned on the downstream dataset.
Each outfit Ak is thus represented by an embedding ak ∈ R1000. Then the
deepset processes these and makes the final outfit representation a′ ∈ R1000,
where a′ = 1

K

∑K
i ak. This deepset embedding a′, is then combined with the

typical time embedding in the adaptive group normalization layer of autoencoding
structure in the DM allowing for faithfulness of the generated image to the variable
number of input outfits. A schematic of this architecture shown in Figure 2b.

Cross-Attention with Pose (CAP) The previous mechanism acts as a feature
extractor collapsing the conditioning outfit images to a vector performing extreme
compression of the image information. To avoid loss of fine textural details, we
also consider an additional pathway that can pass more information from the
outfits, by directly leveraging the image spatial structure.

We propose to treat the set {Ak}Kk=0 as a single image Â ∈ RK×C×H×W , by
concatenating spatially the images and making a composite image. Afterwards, we
calculate dot-attention [20] with key and value tensors Xk, Xv that are functions
of Â, and query tensor Xq which depends on the pose of the generated human.
The output of the attention Xa can be directly concatenated as channels to the
input noise of the diffusion process. A schematic of this cross-attention mechanism
is shown in Figure 2a.

An advantage of this structure is that it is permutation-invariant and can
use input outfits {Ak}Kk=0 of any size K. The dot-attention mechanism will copy
information from each of the spatial regions of Â and pass it to the right positions
according to the query Xq. In practice, parts of the query will activate with
different regions of the Â , e.g. the legs keypoint will copy a trouser image Ak,
the torso keypoint will copy from a shirt image Ak, the feet will activate from
the shoe packshot image. All of these regions are spatially combined and the
trainable attention parameters will adapt to facilitate the right activations.

2.3 Classifier-free Guidance

Recently, classifier-free guidance (cf -guidance) [8] has been shown to significantly
improve the quality of the generated image, albeit with some loss in diversity. [8]
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(a) Outfits (b) DF-DSC (c) DF-CAP (d) DF-FULL

Fig. 3: Sample results from our method DF are shown here. a) shows the input
conditional outfits to the DM. b-d) shows resulting images from the different
methods. We find in both top row as well as the bottom row that results from
DF-FULL are more faithful to the input conditions capturing the fine textural
details.

proposed to add dropout during training, inducing the learning of the uncondi-
tional distribution and thus allowing to weigh the different components of the
Bayesian formulation.

For the case of outfit renderer, this can be achieved by random dropout of
the outfits during training. This is similar to random dropout of the conditional
embeddings during training, as shown by [8]. Dropping an outfit forces the DM to
learn the unconditional distribution of a digital human wearing a random outfit
to fill the missing part of the outfit. Thus, during inference, the number of outfits
can be varied, allowing to estimate the conditional as well as the unconditional
distributions required to perform cf -guidance.
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3 Experiments

3.1 Dataset & Training

In this work, we use a proprietary dataset consisting of 1.6 million images. In
the ground-truth pairs of (Ak,x), every image x is associated with at least one
and a maximum of 6 outfits. The images are fixed at a maximum resolution of
512× 256. The test dataset consists of images of outfits taken by a subsidiary of
Zalando with different studio settings. This train-test split allows to check the
generalization performance of our method.

We utilized the code repository of [3] for the design and training of DM. The
code was modified to fit the architectural changes proposed in Section 2. We
trained DF using the following conditional information pathways to render the
outfits on the generated digital human:

– DF with deepset embeddings as conditioning (DF-DSC).
– DF with deepset embeddings and designed to perform cross-attention with

pose (DF-CAP).
– DF with both the above information pathways and with classifier-free guidance

(DF-FULL).

3.2 Qualitative Evaluation & User Study

Evaluating the diversity of images generated in literature has been primarily
performed by FID [6] and precision recall [10] metrics. However, in the case of
outfit renderer, these metrics do not have a useful meaning as having a low FID
score but poor faithfulness to the original input outfits is considered a failure
case. Hence, we rely on qualitative evaluation in the form of visual inspection
with a user study.

We posed two questions to the users as shown in Table 1. The first question
focuses on the overall quality of the digital human generated, while the second
question looks at the reconstruction of the outfit on the final image. This survey
was filled out by N = 10 users who looked at three images at once as shown in
Figure 3 b-d). The results shown in Table 1, displayed as percentages indicates that
the users preferred the method DF-CAP for a more realistic digital human and
DF-FULL for faithful outfit reconstruction. Since the digital human generation
is modeled here using the unconditional distribution, DF-CAP achieves a better
digital human generation, as reported by users in Table 1. On the other hand,
DF-FULL is simply DF-CAP with cf -guidance, which provides additional weight
to the conditional distribution during inference. Thus the final image is driven
towards the conditioned outfits, with a loss in diversity. For the outfit renderer,
this loss in diversity is beneficial as the final image is more faithful to the outfits.
Hence, users preferred DF-FULL for the second question on outfit reconstruction
in Table 1. This effect can also be observed in Figure 3. DF-DSC images in the top
and bottom row show some inconsistencies in rendering the correct outfit—color
of the outfit in the top row and collar of the outfit in the bottom row. DF-CAP
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improves upon DF-DSC, while DF-FULL reconstructs more fine details of the
conditioned outfits including color and texture.

The first and foremost requirement for enabling a meaningful virtual try-
on (and its 2D variant, outfit renderer) experience is the ability to faithfully
reconstruct input garments on a body. DF-FULL can more accurately reconstruct
the outfits due to its ability to retain their high-frequency details with the help
of dual information pathways as well as employing cf -guidance.

Additional images of comparisons of the different methods as well as further
images generated by our best performing model DF-FULL can also be found in
Appendix ??.

Table 1: Results of user study on qualitative evaluation of the different methods.
The percentage of user preference for each question is shown here.
Question DF-DSC DF-CAP DF-FULL

Which digital human looks more realistic? 0.295 0.43 0.275
Which image reconstructs the outfit more accurately? 0.168 0.160 0.672

4 Conclusion

The main difficulty in rendering a given outfit on a digital fashion model is to
accurately reconstruct the input outfits on the body of the digital model. This
is in particular a challenging task for outfits with complex patterns as those
patterns rarely appear in the training set. Here we showed that with a careful
design of the image encoder (to avoid information loss) and classifier-free diffusion
guidance at inference time we can accurately dress the digital fashion model
with the input outfits. This in turn will enable us to relieve our studio from
many repetitive and time consuming tasks and let them focus their resources on
creating more creative and artistry contents.
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