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Abstract

Phrase detection requires methods to identify if a phrase
is relevant to an image and localize it, if applicable. A
key challenge for training more discriminative detection
models is sampling negatives. Sampling techniques from
prior work focus primarily on hard, often noisy, negatives
disregarding the broader distribution of negative samples.
Our proposed CFCD-Net addresses this through two nov-
els methods. First, we generate groups of semantically
similar words we call concepts (e.g., {dog, cat, horse}
and {car, truck, SUV}), and then train our CFCD-Net
to discriminate between a region of interest and its unre-
lated concepts. Second, for phrases containing fine-grained
mutually-exclusive words (e.g., colors), we force the model
to select only one applicable phrase for each region us-
ing our novel fine-grained module (FGM). We evaluate our
approach on Flickr30K Entities and RefCOCO+, where
we improve mAP over the state-of-the-art by 1.5-2 points.
When considering only the phrases affected by our FGM
module, we improve by 3-4 points on both datasets.

1. Introduction
The goal of phrase detection is to localize all instances of

a phrase in a database of images. A key challenge differenti-
ating phrase detection from other phrase grounding tasks is
that many (and oftentimes most) of the images do not con-
tain any instances of a phrase. This requires a phrase detec-
tor to discriminate between image regions that may contain
entities that are semantically similar to a phrase. For ex-
ample, being able to tell apart “a semi-truck” and “a pickup
truck,” or identifying that a vehicle is “a gray car” and not “a
blue car.” While recent methods have been very successful
in the localization-only task (e.g. [14,18]), phrase detection
remains a significant challenge. This is due, in part, to the
long-tailed distribution of phrases, i.e., there may be tens of
thousands of annotated queries in a dataset, but many occur
only a few times. Prior work used hard-negative sampling
to boost performance (e.g., [11]). However, this generates
many false negatives during training, and, as illustrated in

Figure 1. Comparing embedding spaces. (a) prior work used
hard-negative mining to make their model more discriminative
(e.g., [11]), which misses a large distribution of negatives (b), our
CFCD-Net creating a set of semantically coherent words (con-
cepts) (e.g. {Sofa, table, Chair} and then learns to discriminate a
region from its unrelated concepts. The resulting embedding space
better separates the region from its unrelated phrases.

Figure 1(a), the larger pool of semantically similar negative
phrases may still embed near the ground truth phrase, caus-
ing many false positives during inference.

To address this issue, we introduce a Coarse-to-Fine-
grained Concept-based Discrimination Network (CFCD-
Net), which uses semantically coherent groupings of words
(concepts) to perform both coarse and fine grained discrim-
ination. A straightforward approach to distinguish between
a large set of phrases would be simply using all the phrases
in a batch during training. However, this approach has two
major drawbacks. First, phrase grounding datasets are very



Figure 2. CFCD-Net overview. We begin by passing the input image to a base encoder (ResNet-101 [10]) and a region proposal net-
work [29] to generate a set of candidate boxes. To learn a more discerning region-phrase model, we introduce an approach that trains
a model to discriminate between a set of automatically constructed visually-related coarse concepts (Section 3.1). We also introduce a
fine-grained reasoning module (Section 3.2) that forces the CFCD-Net to delineate between mutually-exclusive fine-grained tokens.

sparsely labeled, so many unannotated phrases can simply
be false negatives (see supplementary for discussion). Sec-
ond, using all phrases in a single batch would not fit into
GPU memory as phrase grounding datasets can have tens
or hundreds of thousands of unique training phrases [26].

Prior work avoids memory issues by augmenting a batch
with a limited number of positive phrases [26] or negative
phrases [11] during training. However, as mentioned ear-
lier, this may result in semantically similar phrases being
embedded nearby the ground truth phrases, reducing per-
formance. Instead, CFCD-Net separates the words belong-
ing to the training phrases into groups with the same part-
of-speech. Then we automatically construct a set of con-
cepts, i.e., semantically coherent bags of words, for each
group. For the concepts related to nouns (e.g., (dog, cat,
horse) and (car, truck, bike)), we perform a coarse discrim-
ination. First, for each phrase we obtain a set of unrelated
concepts (i.e., concepts that share no semantically similar
nouns with the phrase), which we refer to as negative coarse
concepts (NCC). Then, given a region/phrase pair, we use
the phrase’s NCCs as negatives. As illustrated in Figure
1(b), this encourages separation between the region and a
wide array of unrelated phrases.

This approach enables CFCD-Net to minimize false neg-
atives during training, as most unannotated positive phrases
belong to the same concept (e.g., the phrase “a cow” would
not use the concept “domestic animals” as a negative). In
addition, since the set of concepts is small (< 70 in our ex-
periments), we can include all of them in every batch. Our
approach is similar in spirit to the distributional sampling
approach of Wu et al. [33], which demonstrated that bal-
anced batches representing the entire dataset boosts perfor-
mance over hard-negative mining. However, we create con-
cept groups only once in a short preprocessing step (only
a few seconds on a CPU). In contrast, Wu et al. periodi-
cally computes pairwise distances between all instances in
the training set, which would take hours on a single GPU

every time it was recomputed (details in Section 4.1).

While NCCs provides a more robust representations of
nouns (which typically refer to objects), another challenge
in phrase detection the need to recognize attributes, which
are commonly captured by adjectives in phrases. We find
that adjective concepts work in the opposite way as nouns,
where within an adjective concept the words refer to diffi-
cult fine-grained differences, while phrases can have words
in multiple concept bags. For example, let us assume we
have concepts for colors (e.g., (red, green)) and some tex-
ture patterns (e.g., (striped, plaid)). A shirt could be both
red and striped, but a striped shirt should not also be a plaid
shirt. We take advantage of these adjective concepts con-
taining mutually exclusive words by adding a fine-grained
module (FGM) to our model. Instead of discriminating be-
tween the concepts themselves as outlined by our method
NCC above, FGM differentiates between the fine-grained
words within the concept and then augments the main
model score with its prediction. While there are other po-
tentially useful parts-of-speech that may belong to a phrase
(e.g., verbs), we find that existing datasets contain too few
of them to make a significant impact on performance. Fig-
ure 2 provides an overview of our approach.

Our contributions can be summarized as:

• A novel model, CFCD-Net, that improves over SOTA by
1.5-2 average mAP on phrase detection by mining seman-
tically coherent concepts and then learning to discrimi-
nate between a region of interest and its unrelated nega-
tive coarse concepts (NCC).

• A fine grained reasoning module (FGM) that boosts per-
formance by 1-4 average mAP over affected phrases by
learning to distinguish visually similar instances.

• A novel method for automatically mining semantically
coherent concepts that are visually similar and with min-
imum outliers that improves the distribution of our mini-
batches and, thus, better represents the training data.



Figure 3. Comparison across methods [14, 18, 26] on phrase grounding (left) and Binary Image Selection (BISON) [12] (right). Methods
along the x-axis are ordered by their localization-only performance. We see that methods designed for localization are not correlated with
detection performance (left). However, we see comparing the left and right plots that improvements on phrase detection are correlated with
improved performance on downstream tasks like BISON. See Section 2 for discussion

2. Related work
In this paper, we refer to phrase grounding as the general

task of relating phrases to image regions. The most popu-
lar phrase grounding tasks are phrase localization [27] and
referring expression comprehension [15, 21, 37]. In these
tasks, methods given a ground truth image-phrase pair and
must identify the relevant image region (e.g., [2, 4, 13, 15,
24,25,35]). This localization-only evaluation does not align
well with how these methods might be used for downstream
tasks. For example, image captioning requires reasoning
about whether an image contains “a yacht” vs “a small
boat.” However, these methods are typically only evalu-
ated on if they could localize the boat, but not if they could
determine which phrase is relevant to the image.

In contrast, phrase detection methods are ranked pre-
cisely on their ability to determine relevance as well as lo-
calize the phrase. Plummer et al. [26] demonstrated that
using hard-negative mining to boost phrase detection per-
formance was challenge due to the high number of false
negatives due to the sparse annotations in phrase grounding
datasets. Instead, they proposed an approach that filled alle-
viated some label sparsity issues by augmenting the datasets
with likely unannotated positive phrases. In contrast, our
CFCD-Net reduces the number of false negatives suffered
from hard-negative mining by grouping together semanti-
cally similar words (e.g., “dog, cat, horse”) so that any
likely false negatives would be within the same concept.
Thus, any concepts not related to a phrase could safely be
used as negatives during training, boosting performance.

Generalizing across phrase grounding tasks. Plummer et
al. [26] demonstrated that many methods designed for the
localization-only are prune to overfitting to that setting,
i.e., they improve performance on localization, but reduce
phrase detection performance. This is partly because dis-

tinguishing between similar phrases in the localization-only
task is unnecessary since most images only contain a refer-
ence to a single object of the same type [26]. Thus, a local-
ization model that is given the phrase a young teenager as
input could look for the object category “person” to identify
the right object most of the time, whereas a detector also has
to determine if it exists at all. As shown in Figure 3(left),
this means that improved localization performance does not
guarantee improvements on detection.

There is also some work that falls between phrase de-
tection and localization-only tasks, where a ground truth
image-phrase pair is not provided [7, 11, 38], but they
severely limit the number of negative phrases seen by each
image at test time. Thus, methods from these tasks often do
not generalize to phrase detection [26].

Effect on downstream applications. We argue the dis-
connect between localization-only and phrase detection per-
formance partially explains why improving localization
performance leads to small improvements on downstream
tasks [5, 20, 27]. Once any grounding method is integrated,
even doubling localization performance leads to negligi-
ble differences downstream performance [27]. Thus, most
vision-language work uses object and attribute detectors
to represent images, such as the commonly used bottom-
up features [1], rather than models trained for localization.
In contrast, since phrase detection can also identify what
phrases are relevant to an image, it is directly correlated
with improved downstream task performance. To illustrate
this, we compared several grounding methods on the Binary
Image Selection (BISON) [12] benchmark. In this task a
model is given an sentence and is asked to to choose be-
tween two semantically similar images. In our experiment,
we extracted the set of noun phrases from the given sen-
tence, and then ranked images by averaging the grounding



scores of the phrases. In Figure 3(right), we see methods
that performed well on phrase detection also did well on
BISON. See the supplementary for additional details.
Comparison to open-vocabulary detection. Some recent
work (e.g., [14,18]) also evaluated on long-tailed object de-
tection benchmarks like LVIS [8]. However, phrase detec-
tion is considerably more challenging, as phrases include
information about attributes (e.g., “a red shirt”) and spa-
tial relationships (e.g., “a cup on top of a white table”),
in addition to a long tailed set of object categories. Thus,
as our experiments show, methods that work well on LVIS
(e.g., [18]) often do not generalize to phrase detection.

3. Coarse-to-Fine-grained Concept-based Dis-
crimination Network (CFCD-Net)

The goal of phrase detection is to detect and localize all
instances of a phrase within a dataset of images. More for-
mally, assume we have a dataset of images X where for
each x ∈ X , regions of interests Rx are annotated with
boxes Bx and phrases Px. Denote the space of possible
phrases as P =

⋃
x∈X

Px. Thus, for each p ∈ P and x ∈ X ,

the task of phrase detection involves determining whether p
is relevant to x, and if so localize it with a bounding box.
Note that this task involves zero-shot evaluation by defini-
tion, since while there are phrases shared between Ptrain

and Ptest, Ptrain ̸= Ptest, as well as evaluating few-shot
and common phrases. Moreover, as we pointed out ear-
lier, detection is a generalization of localization. More con-
cretely, in localization, for each image x, only Px ⊂ P are
evaluated, whereas, in detection, the entirety of P is used.
This difference is key for the disconnect between improve-
ments on localization and improvements for downstream
tasks as we discussed in Section 2.

We improve the discriminative power of detection mod-
els by using Concepts. We define a concept c as a bag
of semantically coherent words that share the same part-
of-speech (e.g., nouns). We mine for a set of concepts C
where each c ∈ C represents a unique semantic concept
(e.g., Vehicles: {car, bike, truck}). Based on these con-
cepts, we introduce two novel methods of discrimination: a
coarse method that uses noun based concepts Cn outlined in
Section 3.1, and a fine grained methods that uses adjective
based Concepts Ca outlined in Section 3.2.

3.1. Expanding Batch Coverage through Coarse
Negative Concepts (NCC)

The goal of phrase detection is ensuring a model can
discriminate between a region of interest r and all unre-
lated phrases in P . Thus, a natural solution to this prob-
lem is to expand the batch coverage to include all possible
phrases P as potential negatives. However, there can be
tens or hundreds of thousands of unique phrases, making it

impossible to fit all of them in a single due to GPU memory
constraints. Hinami and Satoh [11] sampled phrases using
hard-negative mining to increase their model’s discrimina-
tive power. However, as we discussed in the introduction,
these methods miss a large pool of negative phrases that are
not ”hard” but may still end up embedded reasonably close
to the ground truth region embedding. In addition, phrase
grounding datasets are sparsely labeled. Thus, many se-
lected hard negatives may be unannotated positive phrases,
e.g., a region labeled as skier but not woman.

To mitigate this problem, we propose grouping the nouns
in the training dataset into semantically coherent groups, i.e.
noun based concepts Cn. Then, we pair every phrase in the
dataset with its set of unrelated concepts. Consequently,
given a positive phrase-region pair (p, r), most of the unan-
noated positive phrases will be contained in one concept
(e.g. domestic animals). Thus, we are more confident that
all unrelated concepts should be true negatives. Further-
more, since our concepts group only nouns, we are able to
limit the concepts to at most 70 per dataset. This makes it
feasible to fit all the concepts in one batch. Moreover, since
our concepts span the majority of the language space in the
training set, our batch now has a balance of easy to hard
negatives, which has been shown to improve performance
in prior work [33]. We outline our full pipeline of concept
generation and phrase-concept assignment below.

Concept Generation and Assignment: To obtain the noun
based concept set Cn, we first extract nouns from our
dataset and use a language embedding to represent them.
Then, we use the embeddings to cluster the nouns into our
semantically similar set of concepts. Given the resulting set
of concepts Cn, we assign each phrase to its set of relevant
concepts Cn

p . A simple solution is to pair a phrase with a
concept with which it shares a noun. This approach, how-
ever, disregards phrase-concept pairs that don’t share nouns
but are nevertheless viable pairs. Thus, we make these as-
signments using semantic similarity as detailed below.

First, given a phrase p, and phrase nouns pn, we col-
lect concepts related to phrase p from simple noun-phrase
matching: Cn

p1 = {c : c ∩ pn ̸= ∅, c ∈ Cn}. We also con-
sider concepts Cn

p2 which share some semantic similarity
(e.g. hoody with concept: shirt and sweatshirt)). Specif-
ically, we look up the language representation ñ for each
noun n ∈ pn. We also compute a concept c representa-
tion by averaging its nouns’ textual feature vectors. We will
denote this as c̃. Now assume sim(ñ, c̃) = ñ c̃

||ñ|| ||c̃|| , we
compute an ”association” score as follows:

Assoc(n, c) = exp(sim(ñ, c̃)/τ)∑M
j=0 exp(sim(ñ, c̃)/τ)

. (1)

Thus, the concepts associated with phrase p are:

Cn
p2 = {c : Assoc(n, c) > γ, n ∈ pn, c ∈ Cn}. (2)



This way, a phrase is assigned to concepts it shares the
greatest semantic similarity. Thus, the final set of phrase
concepts is: Cn

p = Cn
p1 ∪ Cn

p2. Note that phrases near mul-
tiple concepts will be assigned to all of them. This ensures
we are confident in all negative concepts for a phrase.

A traditional choice of clustering-algorithm/textual em-
bedding is GLoVE [23]/K-Means. However, this combi-
nation would result in many noisy concepts (discussed fur-
ther in Section 4.2). Alternatively, we note that textual em-
beddings that are visually grounded and designed to make
fine-grained distinctions, like ViCO [9]. In addition, den-
sity based clustering, like DBSCAN [6], only clusters items
that are very close together rather than forcing every item to
belong to a cluster like K-means, so we can be more certain
they belong to the same concept. As we will show, these
choices enabled us to produce a set of concepts with mini-
mal noise. This, in turn, has improved our concept-phrase
assignment process in Equation 2. In addition to ViCO, we
experimented with transformer based embeddings such as
BERT [30]. However, we noticed that there was no seman-
tic similarity in the generated concepts. This is because in-
dividual nouns do not have enough context which is critical
for transformers to work well. Therefore, we do not report
the performance of these embeddings in our experiments.

After assigning each phrase p to its set of related con-
cepts Cp, we use the phrase’s unrelated concepts Cp =
C\Cp as negative samples. More concretely, we pair Cp

with the region r associated with phrase p to obtain negative
concept-region pairs. These pairs are concatenated with the
ground truth phrase-region positive pairs during training.

3.2. Concept based Fine-Grained Discrimination

The mined negative concepts obtained in Section 3.1
which improve our CFCD-Net’s discriminative power
against a wide spectrum of nouns, but phrases may contain
other important cues, such as attributes found in adjectives.
However, noun concepts refer to semantically similar ob-
jects (i.e., potential unannotated positives), whereas adjec-
tive concepts group together words that refer to fine grained
differences (e.g., color, texture patterns). Thus, we can not
discriminate between concepts like we did for nouns since a
phrase can have multiple adjectives from multiple concepts
(e.g., red striped shirt). However, we can confidently dif-
ferentiate words within a single concept since its members
are often mutually exclusive (e.g., red vs. green). We obtain
the set of adjective concepts Ca by replacing nouns with
adjectives in the procedure outlined in Section 3.1.

Having obtained the set of adjective concepts, we intro-
duce a novel module, Fine Grained Module (FGM), to dis-
criminate between each concept members. Formally, the
FGM module encodes image regions using a set of convo-
lutional layers. It then performs multi-label classification on
the members of each adjective based concept (e.g., colors)

c ∈ Ca, then uses them to augment the main model region-
phrase scores. Formally, given concept c ∈ Ca, a ∈ c, let R
be the number of regions/fine-grained adjective pairs, sa be
the region-adjective score, and la be its 0/1 label indicating
whether it is a positive/negative region-adjective pair, then:

LFGM =

R∑
i

lai log s
a
i + (1− lai ) log(1− sai )). (3)

Module Inference with FGM: At test time, the FGM mod-
ule’s scores are augmented with the base model’s phrase-
region scores. Given a phrase p, the phrase adjectives pa
and a ∈ pa, a phrase-region pair score sp, and adjective-
region score sa, then the final score sf :

sf = (1− λc)s
p + λcs

a, (4)

where λc is a scalar that applies for every a ∈ c. With this,
the final loss for CFCD-net is:

Lfinal = Lbase + LFGM , (5)

where Lbase is the loss used to train the phrase detection
backbone which our model is agnostic to.

3.3. Hard Negative Mining

Using our proposed Negative Coarse Concepts (NCC)
we ensure we learn to discriminate between representatives
of the full distribution of possible phrases. However, dis-
criminating between closely related phrases (e.g. car vs.
truck) is important for good performance. Despite the noise
hard-negative mining methods have shown to produce in
phrase grounding [26], the benefits have been shown to
overcome these issues [11]. Thus, we adapt Negative Phrase
Augmentation (NPA) to help our model distinguish between
phrases that are often confused with each other. For each
phrase p in the validation set, we record the non-ground
truth regions that the model is likely to associate p with.
Then, we register the phrases associated with these regions
as hard-negative candidates for p. We store these candidates
in a ”Confusion Table” and update it every 3 epochs. Fol-
lowing [11], we reduce some noise from known mutually
non-exclusive phrases using WordNet [22]. Specifically, we
remove any potential hard-negatives that share words with a
parent-child relationship in the WordNet hierarchy. In other
words, the phrase vehicle would remove car as a potential
hard-negative since they hold parent-child relationship. Af-
ter this process, for each positive phrase-region pair (p, r)
in the batch, we sample a candidate hard negative phrase p
and concatenate the negative pair (p, r) to the batch.

4. Experiments
Datasets: We evaluate CFCD-net on two common phrase
grounding datasets. First, we use Flickr30K Entities [27]



Flickr30K Entities [27] RefCOCO+ [37]

zero-shot few-shot common zero-shot few-shot common
#Train Samples 0 1-100 > 100 mean 0 1-100 > 100 mean

(a) QA R-CNN [11] 3.9 4.3 8.9 5.7 0.9 1.5 9.3 3.9
Subquery [34] – – – – 0.7 1.3 9.2 3.7
FAOG [31] 3.2 3.5 7.6 4.8 0.7 1.1 8.9 3.6
MDETR [14] 1.5 2.1 4.8 2.8 1.4 2.6 10.1 4.7
R-CLIP [3] 8.8 6.2 3.9 6.3 4.2 3.5 2.8 3.5
GLIP [18] 4.3 6.9 11.3 7.5 2.0 4.5 13.0 6.5
SimNet [32] 4.7 4.4 8.6 5.9 2.0 3.3 13.1 6.1
CCA [27] 8.6 10.5 17.2 12.1 5.7 8.4 20.3 11.5

(b) SimNet w/CCA [26] 9.7 11.2 17.3 12.7 6.0 10.2 20.1 12.1
+ NCC 10.2 11.9 18.1 13.5 6.1 10.2 21.7 12.7
+ NPA 10.1 12.0 18.9 13.7 5.9 10.5 22.9 13.1
+ NPA + NCC 10.6 12.6 19.6 14.1 6.3 10.5 23.4 13.4
CFCD-Net (ours, NPA + NCC + FGM) 10.9 12.9 19.8 14.6 6.6 10.6 23.7 13.7

# Unique Phrases 1783 2764 472 5019 5653 2293 48 7994
# Instances 1860 4373 8248 14481 5758 3686 1171 10615

Table 1. mAp Split by frequency of training instances. (a) contains results reported in prior work or produced using their code. (b) contains
ablations of our model that compares the performance of our its three components (NPA, NCC, and FGM). See Section 4.1 for discussion

Model Training Data Inference Time

MDETR [14] COCO, VG, F30K Entities(200k) 7 Days
GLIP [18] FourODs,GoldG+, COCO(24M) 1 Day
ours F30K Entities(30k) < 1 hour

Table 2. Comparison between CFCD-Net and transformer based
phrase localization models evaluated on Flickr30K Entities. See
Section 4.1 for discussion

that consists of 276K bounding boxes in 32K images for
the noun phrases associated with each image’s descriptive
captions (5 per image) from the Flickr30K dataset [36].
We use the official splits [27] that consist of 30K/1K/1K
train/test/validation images. Second, we evaluate on Re-
fCOCO+ [37], which consists of 19,992 images from the
COCO dataset [19] that have been labeled with 141,564 re-
gion descriptions. We use the official split [37], which splits
the train/val and testing sets 16K/1.5K/1.5K. Both datasets
are licensed under creative commons.

Metrics: We follow the evaluation protocols of Plummer et
al. [26]. For every image we obtain the most likely region
and confidence score for every phrase in our test split. For
any ground truth phrases in an image, we consider them suc-
cessfully localized if the predicted bounding box has at least
0.5 intersection-over-union with its ground truth bounding
box. Then, we compute average precision (AP) for each
phrase and then split them into zero-shot, few-shot, and
common sets, based on if they didn’t occur in our train-
ing split, if they had between 1-100 occurrences, or if they

occurred more than 100 times, respectively. We then report
an overall mAP for each set of phrases, as well as the aver-
age of them for an overall performance score. This proce-
dure ensures that the zero-shot and few-shot phrases are not
over represented compared to the common phrases, since
the zero- and few-shot sets have more unique phrases, but
represent a smaller portion of overall instances.

Implementation details. We use the same framework as
the state-of-the-art [26] for a fair comparison. This com-
bines a ResNet-101 [10] based Faster R-CNN model [29] to
obtain a set of image regions. Phrases are representing using
the average of HGLMM Fisher Vectors [17]. The model is
optimized using ADAM [16] and we keep all hyperparam-
eters introduced by prior work fixed. All hyperparameters
introduced by our paper are set via grid search on the vali-
dation set (see Section 4.2 for a sensitively analysis). This
resulted in τ = 0.01, γ = 0.2 from Eq. (1) and Eq. (2), re-
spectively, for both datasets. We set DBSCAN’s sensitivity
to 0.43 for Flickr30K and 0.53 for RefCOCO+. Our model
was trained using a single NVIDIA RTX 8000 GPU.

4.1. Results

Table 1 compares our model (CFCD-Net) (averaged over
3 runs) with the state-of-the-art in phrase grounding. Com-
paring the last line of Table 1(b) to the results from prior
work in Table 1(a) and the first line of Table 1(b) we get
1.5-2 point gain in mAP over the state of the art. This gain
came mostly from common phrases, where we achieved a
2-3 point gain over prior work. Furthermore, note the re-



Flickr30K Entities [27] RefCOCO+ [37]

zero-shot few-shot common zero-shot few-shot common
#Train Samples 0 1-100 > 100 mean 0 1-100 > 100 mean

SimNet w/CCA [26] 13.0 14.7 12.0 13.2 7.0 10.3 11.0 9.4
+ NPA + NCC 12.9 13.9 17.1 14.7 7.1 10.6 17.1 11.6
CFCD-Net (NPA + NCC + FGM) 15.0 17.2 18.5 16.8 7.8 11.7 17.9 12.5

Table 3. Performance of the phrases impacted by our FGM module compared with the previous SOTA. See Section 4.1 for discussion

sults of transformer-based models MDETR [14], GLIP [18],
and an adaptation of CLIP [28] to phrase grounding, R-
CLIP [3]. These methods performed well on phrase lo-
calization and object detection benchmarks like LVIS [8].
This is further evidence that simply optimizing for the lo-
calization objective as in prior work does not yield discrim-
inative models even as data is scaled up. Furthermore, as
reported in Table 2, our model inference time is far shorter.
This is because both MDETR and GLIP use cross modal
transformers to fuse language/vision data adding significant
computational complexity. In contrast, our computationally
efficient fusion based on element-wise product followed by
lightweight fully connected layers results in an inference
time less than 1.1% that of either model.

In Table 1(b) we also report the contribution of each
component of our model. We observe that NCC makes a
significant improvements over both datasets. Although the
improvements are quite similar to those made by NPA [11],
they come at a fraction of the cost. Specifically, NPA must
update a confusion table to select good negatives for ev-
ery phrase in the training pool during training, which took 3
hours on Flickr and 4 hours on RefCOCO+ using 4 NVIDIA
RTX8000 GPUs every time the confusion table was updated
(every 3 epochs in our experiments). In contrast, the groups
used by NCC are computed only once and takes a few sec-
onds on a CPU using precomputed language features. Nev-
ertheless, as shown in Table 1(b), we find we get best per-
formance when both methods are combined (NPA + NCC).

In addition to the gains from using NCC and NPA, Ta-
ble 1(b) reports that the FGM module (described in Section
3.2) further boosts performance for both datasets over all
phrases. Note though that the FGM module only affects
phrases with adjectives. Thus, in Table 3 we report perfor-
mance over affected phrases, where we report a 3-3.5 gain
on Flickr30K Entities and RefCOCO+. See supplementary
for qualitative examples of our detection results.

4.2. NCC Hyperparameter Analysis

Clustering-Algorithm/Textual-Embedding. Table 4 re-
ports the effect of different choices of clustering algo-
rithm and language embedding used to create our NCC
concepts (outlined in Section 3.1) has on phrase detec-
tion performance. A traditional choice of clustering-

algorithm/textual-embedding is K-Means clustering over
GLoVE features [23], but we show a small but mostly con-
sistent gain with DBSCAN [6] + ViCo [9] instead.

To better understand the causes in these performance dif-
ferences, we begin by computing a ”visual coherence noise”
metric over concepts. We manually inspected each con-
cept and counted the number of times at least %50 of the
words were not visually similar. Since there are relatively
few concepts (less than 100), this only takes a few minutes
for a single annotator. Figure 4 reports the performance of
the different embedding and clustering combinations, where
ViCO + DBSCAN also obtains best performance.

Figure 5 provides examples of the the different concepts.
Note that the left concept related to K-means + Glove in
Figure 5(a) contains largely unrelated words. This is be-
cause K-means does not impose a constraint over each clus-
ter density, i.e., outliers in the embedding space are clus-
tered with other concepts even though there is little evidence
they belong together. Furthermore, even when the concept
is less noisy (concept on the right), it includes words that are
semantically similar but not visually similar (e.g. Baker vs
Dough). This likely harms our concept-phrase assignment
process. For example, given a phrase tall baker, a textual
embedding that is not visually grounded would likely assign
a concept containing (”bread, baker, dough”) as related to
the phrase. However, a visually grounded embedding would
only assign concepts that exclusively contain humans as re-
lated. ViCO [9] helps to address these shortcomings be-
cause it was explicitly trained to consider visual similarity,
which should ensure that concepts rule out words that are
semantically similar but not visually similar. Furthermore,
DBSCAN [6], whose clusters are formed from words that
fall within a density threshold ϵ. Thus, the method is more
effective at ruling out outliers, as illustrated in Figure 5(d),
which are more visually similar and include fewer outliers.

Number of Concepts. We also investigate the effect of
changing the number of concepts in Figure 6. We pro-
gressively increase DBSCAN’s density threshold for each
dataset until we can not generate more concepts. In other
words, as we increase the threshold, we create more con-
cepts by force them to be more tightly coupled. This breaks
apart less semantically related words, thus improving the
accuracy of our phrase-concept assignment in Section 3.1.



Flickr30K Entities [27] RefCOCO+ [37]

zero-shot few-shot common zero-shot few-shot common
#Train Samples 0 1-100 > 100 mean 0 1-100 > 100 mean

Baseline [SimNet w/CCA] 9.7 11.2 17.3 12.7 6.0 10.2 20.1 12.1

NCC w/ K-means + GLoVE 10.0 11.8 18.5 13.4 6.0 9.9 20.4 12.1
NCC w/ K-means + ViCo 10.1 11.9 18.3 13.4 6.0 9.8 20.7 12.2
NCC w/ DBSCAN + GLoVE 9.9 11.9 18.4 13.4 6.1 10.4 20.7 12.4
NCC w/ DBSCAN + ViCo 10.2 11.9 18.1 13.5 6.1 10.2 21.7 12.7

Table 4. Comparison of the effect of clustering algorithm and language embedding when creating the concepts used by our NCC sampling
strategy. See Section 4.2 for discussion.

Figure 4. Quantitative comparison between difference choices
of clustering-algorithm/textual-embedding for concept generation.
Refer to Section 3.1 for discussion

Figure 5. Qualitative comparison between difference choices
of clustering-algorithm/textual-embedding for concept generation.
Refer to Section 3.1 for discussion

Concept-Phrase Assignment. Figure 7 reports the effect
of changing γ in Eq. (2), which controls whether a given
concept is assigned to a phrase (i.e. they are related). We
vary γ between 0 (a phrase is assigned to every given con-
cept) and 1 (a phrase is only assigned to concepts that it
share nouns with). We report best performance for γ values
between (0.2, 0.6). Performance drops for γ < 0.2 as we
incorrectly assign concepts to many phrases. Performance
also drops when γ > 0.8, demonstrating the importance of
our similarity-based matching approach. As discussed in
Section 3.1, this is due to many concepts being relevant to
phrases despite not sharing words.

Figure 6. Effect of Concept Size |C|

Figure 7. Effect of γ in Equation 2

5. Conclusion

In this work, we introduced a new phrase detection mode
(CFCD-NET) that improves performance by 1.5-2 points
on two phrase detection datasets. It does so by incorporat-
ing visually coherent clusters (concepts) to sample negative
concept-region that effectively improve the model discrim-
inative abilities when compared to prior work. Our model
further improves performance by incorporating a novel fine
grained module that learns to discriminate between adjec-
tive fine grained tokens. Notably, our approach even outper-
forms recent transformer-based methods like MDETR [14]
and GLIP [18] on phrase detection performance while re-
quiring less training data and significantly faster inference
speeds. In addition, although our experiments used the
Faster R-CNN framework to fairly compare to prior work,
our contributions are modular and can be adapted to any
underlying detection framework.
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