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Abstract

Generalized class discovery (GCD) aims to infer known
and unknown categories in an unlabeled dataset leverag-
ing prior knowledge of a labeled set comprising known
classes. Existing research implicitly/explicitly assumes that
the frequency of occurrence for each category, whether
known or unknown, is approximately the same in the un-
labeled data. However, in nature, we are more likely to en-
counter known/common classes than unknown/uncommon
ones, according to the long-tailed property of visual classes.
Therefore, we present a challenging and practical problem,
Imbalanced Generalized Category Discovery (ImbaGCD),
where the distribution of unlabeled data is imbalanced, with
known classes being more frequent than unknown ones. To
address these issues, we propose ImbaGCD, A novel op-
timal transport-based expectation maximization framework
that accomplishes generalized category discovery by align-
ing the marginal class prior distribution. ImbaGCD also
incorporates a systematic mechanism for estimating the im-
balanced class prior distribution under the GCD setup.
Our comprehensive experiments reveal that ImbaGCD sur-
passes previous state-of-the-art GCD methods by achieving
an improvement of approximately 2 - 4% on CIFAR-100 and
15 - 19% on ImageNet-100, indicating its superior effective-
ness in solving the Imbalanced GCD problem.

1. Introduction
Existing machine learning models can attain excellent

performance when trained on large-scale datasets with hu-
man annotations. However, the success of these models
is strongly dependent on the fact that they are only re-
quired to recognize images from the same set of classes
with extensive human annotations on which they are train.
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Figure 1. Illustration of ImbaGCD. ImbaGCD attempts to identify
known categories and discover new classes within a vast amount
of unlabeled data from the real world. In the real world, unla-
beled data includes both known class from the labeled set and un-
known class, where known classes (e.g., cat, dog, rabbit) dominate
the well-represented “head,” while “unknown” classes (e.g., lion,
rhino, panda) primarily reside in the underrepresented “tail” of the
distribution.

This constraint restricts the applicability of these models in
the real world where unannotated data from unseen cate-
gories may be encountered. To overcome this limitation,
researchers have developed related research topics, such as
semi-supervised learning [7, 16] that utilizes both labeled
and unlabeled data to train a robust model, few-shot learn-
ing [40] that aims to generalize to new classes with limited
annotated samples, open-set recognition [38] that identifies
whether an unlabeled image belongs to one of the known
classes, and novel category discovery (NCD) [14,17,18,32]
that partitions unannotated data from unknown categories
by transferring knowledge from known ones. NCD ini-
tially assumed all unannotated images were from unknown
categories, which is not realistic. GCD [44] is introduced
to consider unannotated images from both known and un-



known categories, better reflecting real-world scenarios.
The Generalized Category Discovery (GCD) problem

presents challenges due to the agnostic nature of real-world
unlabeled data. Two primary concerns arise: (i) limited
knowledge of new categories’ appearances, which com-
plicates selecting labeled datasets with high semantic sim-
ilarity. As indicated in [10, 31, 32], GCD may become
ill-defined if known and novel classes do not share high-
level semantic features. Furthermore, [31, 32] highlights
that utilizing supervised knowledge from labeled sets can
result in suboptimal performance in low semantic similar-
ity situations. (ii) Lack of information about the occurrence
frequency for each category, whether known or unknown,
which constitutes the central focus of our research. How-
ever, existing research [4, 37, 41, 44] often overlooks the is-
sue of category occurrence frequency and tends to use ex-
perimental setups based on [44], where the unknown class
occurs twice as often as the known class. This setting, how-
ever, misrepresents real-world scenarios. In line with the
long-tailed property of visual classes, we are more likely
to encounter known classes in natural environments. As
shown in Figure 1, known classes (e.g, cat, dog and rab-
bit) with their ease of label acquisition, dominate the well-
represented “head” of the distribution, while “unknown”
classes (e.g., lion, rhino and panda) are harder to obtain,
primarily residing in the underrepresented “tail”.

Therefore, we present Imbalanced Generalized Category
Discovery (ImbaGCD), a realistic problem where the distri-
bution of unlabeled data is imbalanced, with known classes
more frequent than unknown ones. Our work focuses on
two primary challenges: (i) Estimating indeterminate class
prior. Unlike conventional long-tailed learning (LTL) sce-
narios [2, 5, 33], most existing methods [8, 11, 19, 21, 22]
rely on supervised learning and labeled data for handling
class imbalance. This renders the estimation of the marginal
class prior distribution particularly challenging, as it cannot
be achieved by simply counting training samples based on
class labels. In this work, we address this by an iterative
class prior estimation technique, which serves as a robust
approximation of the true prior (Section 3.4). (ii) Mitigat-
ing bias towards head classes, which is a key challenge in
imbalanced data settings [24], and is also a primary concern
in ImbaGCD. Specifically, tail/unknown samples are often
misclassified as head/known classes, as models tend to fo-
cus on learning patterns from prevalent classes, leading to
poorer performance on minority classes. Our approach in-
volves applying constraints to pseudo-labels to align their
distribution with the class prior distribution, promoting the
identification of unlabeled samples as unknown classes. By
formulating this as an optimal transport problem [45], we
efficiently solve the constrained optimization objective us-
ing the Sinkhorn-Knopp algorithm [12].

We carriy out a comprehensive evaluation of ImbaGCD

on benchmark datasets, outperforming the state-of-the-art
by margins of approximately 2-4% and 15-19% on CIFAR-
100 and ImageNet-100, respectively, across multiple imbal-
anced settings. In addition, ImbaGCD exhibits competitive
performance in both balanced and original GCD settings,
underscoring its versatility and effectiveness in a variety of
situations. Our contributions are summarized as follows:

• We present a challenging and practical problem,
Imbalanced Generalized Category Discovery (Im-
baGCD), where the distribution of unlabeled data is
imbalanced, with known classes being more frequent
than unknown ones.

• We propose ImbaGCD, a novel optimal transport-
based expectation maximization framework that en-
ables the discovery of generalized classes by matching
the marginal class prior distribution. ImbaGCD also
incorporates a systematic mechanism for estimating
the imbalance class prior distribution under the GCD
setup.

• Our extensive experiments demonstrate that ImbaGCD
outperforms previous state-of-the-art GCD methods on
standardized benchmarks, indicating its superior effec-
tiveness in solving the ImbaGCD problem.

2. PRELIMINARIES
In this section, we first introduce the GCD setup, and

then briefly review the optimal transport.

2.1. Problem Setup

We denote (Xl, Yl) and (Xu, Yu) as random samples un-
der the labeled/unlabeled probability measures PX,Y and
QX,Y , respectively. Xl ∈ Xl ⊂ Rd and Xu ∈ Xu ⊂ Rd are
the labeled/unlabeled feature vectors, Yl ∈ Yl and Yu ∈ Yu
are the true labels of labeled/unlabeled data, where Yl and
Yu are the label sets under the labeled and unlabeled prob-
ability measures PX,Y and QX,Y , respectively.

Definition 1 (Generalized Category Discovery) Let
PXl,Yl

be a labeled probability measure on Xl × Yl, and
QXu,Yu be an unlabeled probability measure on Xu × Yu,
with Yl ⊂ Yu. (Yu comprises both known classes Yl and
unknown classes Yn = Yu\Yl.). Given a labeled dataset
Ln sampled from PXl,Yl

and an unlabeled dataset Um
sampled from QXu , GCD aims to predict the label Yu for
each unlabeled instance Xu, which may belong to either
known or unknown classes.
Specifically, under our proposed imbalanced GCD, as dis-
cussed before, the class distributions in the unlabeled set are
skewed with PYl

(i) > PYn
(j) for all i ∈ Yl and j ∈ Yn.

This problem formulation acknowledges the class distribu-
tion differences between known and unknown categories in



unlabeled sets, instead of assuming PYl
(i) ≈ PYn(j) for all

i ∈ Yl and j ∈ Yn.

2.2. Reminders on Optimal Transport

Optimal transport (OT) is a method to quantify the cost
of converting one probability measure to another, which of-
fers a unique perspective to understand imbalanced prob-
lems. Given two random variables X and Y , their corre-
sponding probability measures are denoted as r and w. Fur-
thermore, the cost function C(X, Y ) : X× Y → R+ repre-
sents the expense of transferring X to Y . Consequently, the
OT distance between X and Y can be defined as follows:

OT(r,w) = min
π∈Π(r,w)

∫
X×Y

C(x, y)π(x, y)dxdy

Π(r,w) :=

{∫
Y

π(x, y)dy = r(x),

∫
X

π(x, y)dx = w(y)

}
where π(r,w) is the joint probability measure with r and w
[46]. In empirical version, the OT distance can be expressed
using discrete distributions and a cost matrix M:

dM (r,w) = min
P∈U(r,w)

⟨P,M⟩

U(r,w) :=
{
P ∈ Rd×d

+ | P1d = r,PT1d = w
}

where U(r,w) represents the transport polytope of r and
w, namely the polyhedral set of d × d matrices with non-
negative entries whose rows and columns sum to r and
w, respectively. The primary objective of OT is to deter-
mine a transportation matrix P that minimizes the distance
dM (r,w). Although OT serves as a distance measure be-
tween probability distributions under a specific cost matrix,
solving the optimization problem with network simplex or
interior point methods can be computationally demanding.
To address this challenge, OT with entropy constraint has
been introduced, which optimizes with a lower computa-
tional cost while maintaining sufficient smoothness [12].
By incorporating a Lagrangian multiplier for the entropy
constraint, the new formulation is defined as:

dλM(r,w) =
〈
Pλ,M

〉
where Pλ = argmin

P∈U(r,w)

⟨P,M⟩ − λh(P),

λ > 0, h(P) = −
∑N

n=1

∑K
k=1 Pnk logPnk, and

dλM(r,w) is also referred to as dual-Sinkhorn divergence.
The matrix scaling algorithms can compute this divergence
with reduced computational demand. A lemma ensures the
convergence and uniqueness of the solution.

Lemma 1 For λ > 0, the solution Pλ is unique and can
be represented as Pλ = diag(α)Kdiag(β), where α and
β are two non-negative vectors uniquely determined up to a
multiplicative factor, and K = e−M/λ is the element-wise
exponential of −M/λ.

The lemma above establishes the uniqueness of the solu-
tion Pλ [39]. Additionally, Pλ can be efficiently com-
puted using Sinkhorn’s fixed point iteration: α, β ←
r./Kβ,w./K⊤α, where ./ denotes element-wise division.

Algorithm 1: Pseudo-code for ImbaGCD
Input: Training dataset D, classifier f , uniform marginal

r, w, and hyperparameters λproto, λsup, τ, µ
1 Algorithm ImbaGCD(λproto, λsup, τ, µ):
2 for epoch = 1, 2, ..., do
3 for step = 1, 2, ..., do
4 / /E-step: estimate pesudo-label matrix A:
5 Get classifier prediction P on a mini-batch of

the unlabeled data of size Bu

6 Calculate K such that kij = pλij
7 for t=1, ..., T do
8 / / Sinkhorn’s fixed point iteration
9 α← w./(Kβ), β ← r./

(
K⊤α

)
10 end
11 A = Budiag(α)Kdiag(β)
12 / / M-step: update model parameters:
13 θk = SGD(Loverall, θ

k−1)
14 / / Overall loss function is provided Eq.11
15 end
16 r← µr+ (1− µ)z/ /update the class prior
17 ck ← µck + (1− µ)vk/ /update the prototype
18 end

3. Method

Our proposed method, ImbaGCD, is based on the
Expectation-Maximization (EM) algorithm, which assigns
pseudo-labels using the Sinkhorn algorithm in the E-step
and updates the model with contrastive learning in the M-
step. We iteratively update the class prior and prototype
every epoch. The detailed process is outlined in Algorithm
1.

3.1. Prototype Loss for Unlabeled Data

Our objective is to find the network parameters θ that
maximizes the log-likelihood function of the observed m
unlabeled samples: θ∗ = argmax

θ

∑m
i=1 log p

(
x(i) | θ

)
.

We assume that the observed data
{
x(i)
}m
i=1

are related to

latent variable C = {ck}|Yu|
k=1 which denotes the prototypes

of the data, where |Yu| denotes the total number of unknown
classes (Yl ⊂ Yu). The joint distribution of x(i) and c(i) is
given as follow:

θ∗ = argmax
θ

m∑
i=1

log
∑
ck∈C

p
(
x(i), c

(i)
k | θ

)
(1)



It is hard to optimize this function directly, so we use a sur-
rogate function to lower-bound it:

m∑
i=1

log
∑
ck∈C

p
(
x(i), c

(i)
k | θ

)

=

m∑
i=1

log
∑
ck∈C

Q
(
c
(i)
k

) p
(
x(i), c

(i)
k | θ

)
Q
(
c
(i)
k

)
≥

m∑
i=1

∑
ck∈C

Q
(
c
(i)
k

)
log

p
(
x(i), c

(i)
k | θ

)
Q
(
c
(i)
k

)
(2)

To achieve equality, we have Q
(
c
(i)
k

)
=

p
(
c
(i)
k | x(i), θ

)
. By ignoring the constant, we aim

to maximize:

m∑
i=1

∑
ck∈C

Q
(
c
(i)
k

)
log p

(
x(i), c

(i)
k | θ

)
(3)

E-step The aim of this step is to estimate the value of
Q
(
c
(i)
k

)
, which can be represented as p

(
c
(i)
k | x(i), θ

)
.

To this end, the Sinkhorn algorithm [12] is employed to
generate pseudo labels in line with the prior class distribu-
tion, as opposed to maximizing the prediction with ŷ(i) =
argmaxck∈C c⊤k · fθ

(
x(i)
)
. In order to formalize the op-

timal transport problem for proper label assignments, con-
sider the following setup. At each training step, we aim
to search for pseudo-labels A that closely approximate the
current classifier’s predictions P, while adhering to specific
constraints:

min
A∈∆

E(A,P) = ⟨A,− log(P)⟩

s.t. ∆ =
{
A⊤1m = r,A1L = w

} (4)

where r is an |Yu|-dimensional probability simplex that in-
dicates the prior class distribution. Note that, here we tem-
porarily assume we have a decent estimation of the class
priors and we will describe the means of estimation in Sec-
tion 3.4. The column vector w = 1

m1m indicates that our m
training examples are sampled uniformly. To resolve Eq. 4,
we adapt the well-known Sinkhorn-Knopp algorithm [12]
for efficient optimization. Formally, we define a matrix K
such that Kij = Pλ

ij , where λ > 0 is a smoothing regu-
larization coefficient. K can be efficiently computed using
Sinkhorn’s fixed point iteration: α, β ← r./Kβ,w./K⊤α,
where ./ denotes element-wise division. Additionally, in-
spired by [6, 20], we also involve a queue acceleration trick
to avoid traversing the whole training set.

M-step Based on the E-step, we are ready to maximize
the lower-bound in Eq. 3 with respect to θ:

n∑
i=1

∑
ck∈C

Q
(
c
(i)
k

)
log p

(
x(i), c

(i)
k | θ

)
=

n∑
i=1

∑
ck∈C

1

(
x(i) ∈ c

(i)
k

)
︸ ︷︷ ︸

Achieved by Sinkhorn algorithm in E-step

log p
(
x(i), c

(i)
k | θ

)
(5)

And we also have p
(
x(i), c

(i)
k | θ

)
=

p
(
x(i) | c(i)k , θ

)
p
(
c
(i)
k | θ

)
, we derive prior proba-

bility p
(
c
(i)
k | θ

)
from class prior estimation (Section 3.4).

Following [29], we assume an isotropic Gaussian distri-
bution around each prototype with an the same variance
σ:

p
(
x(i) | c(i)k , θ

)
=exp

−
(
vi − c

(i)
k

)2
2σ2

 /

|Yu|∑
j=1

exp

(
− (vi − cj)

2

2σ2

)
,

(6)
with v(i) = fθ

(
x(i)
)

and x(i) ∈ c
(i)
k , combining the above

equations, we express maximum log-likelihood estimation
as:

θ∗ =argmin
θ

m∑
i=1

− log
exp

(
v(i) · c(i)k

)
∑|Yu|

j=1 exp (v(i) · cj)
− log p

(
c
(i)
k | θ

)
(7)

The prototype loss of the unlabeled data is:

L(i)
proto = − log

exp
(
v(i) · c(i)k

)
∑|Yu|

j=1 exp (v(i) · cj)
− log p

(
c
(i)
k | θ

)
(8)

3.2. Representation Improvement

To enhance model representation, we adopt unsuper-
vised contrastive learning [9, 20] for unlabeled data and
supervised contrastive learning [25] for labeled data, as
in [4, 41]. Specifically, let vi and v′

i represent features
from two views (random augmentations) of the same im-
age within a mini-batch B. The instance-level unsupervised
contrastive loss and the supervised constrastive loss are de-
fined as follows:

L(i)
ins =

1

|Bu|
∑
i∈Bu

− log
exp (vi · v′

i/τ)∑i ̸=j
i exp (vi · vj/τ)

, (9)

L(i)
sup =

1

|Bl|
∑
i∈Bl

1

|N (i)|

∑
q∈N (i)

− log
exp (vi · vq/τ)∑i̸=j
i exp (vi · vj/τ)

,

(10)
where Bu and Bl represent the unlabeled and labeled sub-
sets of mini-batch B, respectively. Furthermore,N (i) refers
to the indices of other images in the batch sharing the same
label, and τ signifies a temperature parameter.



3.3. Overall Loss Objective

The overall loss objective is a weighted sum of the unsu-
pervised and supervised contrastive losses:

Loverall = Lins + λprotoLproto︸ ︷︷ ︸
Lunlabeled

+λsupLsup︸ ︷︷ ︸
Llabeled

, (11)

where λproto and λp are a hyper-parameter controlling the
relative weight of the supervised loss. The contrastive loss
derived from the unlabeled data can be examined within two
distinct hierarchical tiers: the instance level, referred to as
instance contrastive loss, Lins, and the category level, iden-
tified as prototype contrastive loss, Lproto. Conversely, for
the labeled data, only the category level is taken into ac-
count, which is referred to as supervised contrastive loss,
Lsup.

3.4. Class Prior Estimation & Prototype Updates

Moving-average distribution update We suggest em-
ploying model predictions for class prior estimation follow-
ing [15]. However, due to potential inaccuracies and biases
in early training stages, we propose a moving-average up-
date mechanism to enhance reliability. Starting with a uni-
form class prior r = [1/C, . . . , 1/C], we iteratively refine
the distribution per epoch.

r := µr+ (1− µ)z,

where zj =
1

n

n∑
i=1

1

(
j = argmax

j′
fj′ (xi)

)
, µ ∈ [0, 1]

The class prior is continuously updated through a linear
function, resulting in more stable training dynamics. As the
training progresses, the model’s accuracy improves, making
the estimated distribution increasingly dependable.

Momentum prototypes update A canonical approach
for updating prototype embeddings is computationally ex-
pensive. To reduce training latency, we employ a moving-
average strategy [28] for updating class-conditional proto-
type vectors:

ck := µck + (1− µ)vk,

where the prototype ck of class k-th is defined by the mov-
ing average of the normalized embeddings vk, whose pre-
dicted class conforms to k. For both iterate updates, we em-
ploy the same hyperparameter µ and we upate prototypes
and class prior each epoch.

4. Experiments
In this section, we conduct an experimental analysis of

the proposed ImbaGCD approach under both original and
varying imbalanced scenarios.

4.1. Setup

Datasets We conducted experiments on three datasets, in-
cluding CIFAR10, CIFAR100 and ImageNet-100 (where
ImageNet-100 is a subsampled version of the ImageNet
dataset with 100 classes), the classes were divided into
50% known and 50% unknown classes. And we randomly
selected 50% of the known class samples as the labeled
dataset, which is balanced. However, the sample sizes of
known and unknown classes in the unlabeled set are imbal-
anced, which is adjusted based on the imbalanced factor ρ.
Here, ρ was defined as the ratio of the sample sizes of the
known and unknown classes, i.e., ρ = nk

nu
, where nk and nu

represent the sample sizes of known and unknown classes,
respectively, and ρ ∈ {0.5, 1, 5, 10}. It is worth noting that
previous works often selected 50% of the known class sam-
ples as the labeled dataset, and the remaining samples were
used for the unlabeled set, resulting in a fixed imbalance
ratio of ρ = 0.5.

Evaluation metrics We adopt the evaluation strategy out-
lined in [4, 41, 44] and report the following metrics: (1)
overall accuracy across all classes, (2) classification accu-
racy for known classes. Additionally, we evaluate novel
data using two distinct evaluation settings: (3) unknown-
aware and (4) unknown-agnostic. As described in [41],
the accuracy for novel classes and all classes is determined
by solving an optimal assignment problem using the Hun-
garian algorithm [27]. In the unknown-aware evaluation,
we adhere to the established GCD methods by first isolating
all unlabeled samples associated with unknown classes. We
then perform clustering specifically within these unknown
class categories. However, this approach may not accurately
reflect real-world scenarios, as directly distinguishing be-
tween known and unknown classes within unlabeled data is
often impractical. To address this limitation, we also report
unknown-agnostic accuracy, which refrains from using any
information to differentiate between known and unknown
classes within unlabeled data, providing a more realistic and
unbiased evaluation metric.

Implementation details We utilize ResNet-18 as the
backbone architecture for CIFAR-100 and ResNet-50 for
ImageNet-100. In addition, we introduce a trainable two-
layer MLP projection head that maps the features from the
penultimate layer to a lower-dimensional space Rd(d =
128). This projection technique has proven effective for
contrastive loss [9]. In line with the methods proposed
in [4, 41], we implement regularization by calculating the
KL-divergence between the predicted label distribution and
the class prior, which helps to improve model stability.

For both CIFAR10/100 and ImageNet-100, the model
undergoes training for 80 and 120 epochs, respectively, with



Table 1. Performance comparison of various methods on CIFAR100 under different imbalanced factors ρ (ρ = 0.5 is original GCD setting).
Our method consistently outperforms others on novel class, showcasing its effectiveness in handling class imbalance. We report the mean
and standard deviation of the clustering accuracy across 3 runs for multiple methods. The higher mean value is presented in bold, while
the results within standard deviation of the average accuracy are not bolded.

IMF Metrics Methods

GCD ORCA OpenCon Ours

ρ = 0.5

All 45.41±0.13 55.68±0.33 51.85±0.63 53.51±0.26

Known 67.61±0.12 66.41±0.31 69.07±0.29 68.09±0.13

Unknown-aware 34.31±0.22 42.63±0.67 45.76±0.32 47.92±0.33 (+ 2.16)
Unknown-agnostic 18.12±0.34 38.95±0.76 42.11±0.54 46.22±0.33 (+ 4.11)

ρ = 1

All 48.36±0.08 47.37±0.52 53.20±0.33 54.06±0.45

Known 71.48±0.24 65.14±0.17 68.00±0.06 67.98±0.37

Unknown-aware 25.24±0.07 34.93±1.04 43.58±0.34 43.39±0.59

Unknown-agnostic 12.02±0.46 29.61±1.02 38.40±0.65 40.72±0.9 (+ 2.32)

ρ = 5

All 63.13±0.12 56.37±0.12 61.84±0.29 59.48±0.48

Known 70.96±0.13 64.40±0.11 69.37±0.23 67.82±0.06

Unknown-aware 24.04±0.12 25.36±0.40 35.06±0.34 37.87±1.59 (+ 2.21)
Unknown-agnostic 7.18±0.34 16.18±0.23 24.21±0.67 27.64±2.26 (+ 3.43)

ρ = 10

All 66.21±0.23 59.61±0.27 65.05±0.29 63.21±0.05

Known 70.36±0.31 64.27±0.32 69.80±0.23 67.82±0.07

Unknown-aware 24.74±0.45 26.21±0.69 33.01±0.34 34.87±0.70 (+ 1.76)
Unknown-agnostic 7.28±0.21 13.01±0.34 17.57±0.67 21.68±0.29 (+ 4.12)

Table 2. Performance comparison of various methods on ImageNet100 under different imbalanced factors ρ, (ρ = 0.5 is original GCD
setting). Our method consistently outperforms others on novel class under imbalanced settings and achieves competitive performance on
the balanced setting. We report the mean and standard deviation of the clustering accuracy across 3 runs for multiple methods. The higher
mean value is presented in bold, while the results within standard deviation of the average accuracy are not bolded.

IMF Metrics Methods

GCD ORCA OpenCon Ours

ρ = 0.5

All 77.12±0.56 74.93±0.34 82.22±0.56 81.90±0.67

Known 87.02±0.36 89.21±0.06 90.65±0.04 91.19±0.15

Unknown-aware 57.48±0.76 67.18±0.27 78.12±0.80 77.89±0.88

Unknown-agnostic 42.68±0.77 65.43±0.37 78.01±0.83 77.79±0.97

ρ = 1

All 63.06±0.66 68.01±0.31 82.44±0.24 82.34±0.39

Known 88.80±0.43 88.99±0.05 90.62±0.12 90.56±0.18

Unknown-aware 37.29±1.11 47.68±0.70 74.45±0.36 74.56±0.79

Unknown-agnostic 31.16±1.48 47.28±0.66 74.35±0.38 74.24±0.89

ρ = 5

All 77.29±0.17 76.79±0.13 81.87±0.23 83.01±0.11

Known 87.51±0.21 89.02±0.12 90.77±0.10 88.89±0.06

Unknown-aware 23.83±0.24 20.19±0.55 39.76±1.4 54.35±0.38 (+ 14.59)
Unknown-agnostic 14.80±0.23 16.42±0.73 37.93±1.3 53.97±0.38 (+ 16.04)

ρ = 10

All 83.32±0.15 81.98±0.03 84.60±0.10 83.23±0.17

Known 89.71±0.03 89.24±0.02 90.85±0.12 87.48±0.23

Unknown-aware 22.17±0.18 16.94±0.07 26.70±0.11 42.62±0.50 (+ 15.92)
Unknown-agnostic 11.47±0.28 10.31±0.22 22.89±0.27 41.23±0.58 (+ 18.34)
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Figure 2. Comparison of the predicted sample numbers for each
class on the CIFAR-10 dataset, using an exponential decreasing
strategy with an imbalance factor (ρ) of 5.
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Figure 3. Comparison of the predicted sample numbers for each
class on the CIFAR-10 dataset, using an step decreasing strategy
with an imbalance factor (ρ) of 5.

a batch size of 512. We employ stochastic gradient descent
with a momentum of 0.9 and a weight decay of 10e−4. The
learning rate commences at 0.02 and undergoes decay by a
factor of 10 at the 50% and 75% stages of the training pro-
cess. The momentum for updating the prototype and class
prior, represented as µ, is consistently maintained at 0.99.

4.2. Compared with SOTA

Baselines In our study, we evaluate our approach against
three state-of-the-art GCD methods serving as baselines:
(1) GCD [44], the pioneering framework for GCD, effi-
ciently identifies and clusters unknown categories in high-
dimensional data without exhaustive labeling; (2) ORCA
[4], combines supervised and unsupervised learning to ef-
fectively utilize labeled and unlabeled data, addressing class
imbalance in open-world settings; (3) OpenCon [41], em-
ploys contrastive learning to maximize similarity between
positive pairs while minimizing it for negative pairs, en-
hancing adaptability to new categories with minimal super-

Table 3. Ablation study on loss componet in CIFAR100. Known
class, unknown-aware(Un1), and unknown-agnostic (Un2) accu-
racies.

IMF Loss Known Un1 Un2

ρ = 0.5

w/o Lsup 42.86 46.51 46.91
w/o Lins 64.96 17.40 12.09
w/o Lproto 68.36 46.15 44.21
Ours 68.09±0.13 47.92±0.33 46.22±0.33

ρ = 1

w/o Lsup 43.20 42.90 39.96
w/o Lins 63.68 17.54 6.43
w/o Lproto 67.57 42.91 38.27
Ours 67.98±0.37 43.39±0.59 38.76±0.90

ρ = 5

w/o Lsup 31.01 30.40 9.25
w/o Lins 52.23 18.24 12.07
w/o Lproto 66.80 32.72 21.20
Ours 67.82±0.06 37.87±1.59 27.64±2.26

ρ = 10

w/o Lsup 30.33 29.92 4.50
w/o Lins 51.75 20.88 13.42
w/o Lproto 66.52 32.56 14.76
Ours 67.82±0.07 34.87±0.70 21.68±0.29

vision. We evaluate our method against the aforementioned
baselines in various scenarios: original GCD setting, bal-
anced setting, and multiple imbalanced settings, allowing
for a comprehensive comparison across diverse conditions.

ImbaGCD achieves SOTA performance In Tables 1 and
2, ImbaGCD demonstrates a significant performance advan-
tage over its competitors on both CIFAR-100 and ImageNet
datasets, particularly in the novel classes. Specifically, on
the CIFAR-100 dataset, our method achieves an improve-
ment of approximately 2 - 4% over the best baseline in
terms of both unknown-aware and unknown-agnostic ac-
curacy across a range of imbalanced settings. Regarding
the ImageNet-100 dataset, ImbaGCD surpasses the base-
line performance by approximately 14-16% and 15-19%
under ρ = 5 and ρ = 10 settings, respectively. Addition-
ally, it attains competitive results in balanced and original
GCD settings (ρ = 0.5). It is important to highlight that
the unknown-agnostic evaluation presents a greater chal-
lenge compared to the unknown-aware evaluation, partic-
ularly in the context of highly imbalanced settings. Our
method exhibits more substantial improvements under these
challenging evaluation conditions, with the enhancements
in unknown-agnostic performance being more prominent
than those in unknown-aware performance.

4.3. Ablation Study

Class distribution prediction ImbaGCD outperforms
the state-of-the-art OpenCon in predicting class distri-



butions for different decreasing strategies on the CI-
FAR10. We conduct experiments on two decreasing types:
exponential-decreasing (Figure 2) and step-decreasing (Fig-
ure 3). The x-axis represents the class index, while the
y-axis denotes the sample number of each class. Upon
comparing our results with those of OpenCon [41] and the
ground-truth sample numbers, it becomes evident that our
method consistently attains a superior class distribution.
Furthermore, the deviations between the predictions made
by our method and the ground-truth values are consistently
smaller than those observed for OpenCon across all classes.
These findings underscore the effectiveness and robustness
of our approach in predicting class distributions.

Analysis of the loss components Recall our objective
function in Eq. 11 has three components. We perform an
ablation study (Table 3, with Un1 as Un1accuracy and Un2
as Un2 accuracy) to analyze their contributions. The Im-
baGCD model is modified by removing: Lsup, Lins, and
Lproto. This study aims to understand each component’s
impact on performance. We make several observations from
our ablation study:

• When there are more unknown class samples (e.g.,
ρ = 0.5, 1), removing Lsup mainly affects known class
accuracy with less impact on Un1 and Un2 (< 1%).
For fewer unknown samples (e.g., ρ = 5, 10), reduc-
tions in known class accuracy cause significant drops
in Un1 (∼ 5− 7%) and Un2 (17− 18%).

• For Lins, at ρ = 0.5 and ρ = 1, the known class accu-
racy decreases slightly, while the declines in Un1 and
Un2 are more pronounced (∼ 26 − 32%). However,
when ρ = 5 and ρ = 10, there is a noticeable drop in
all metrics (known, Un1, and Un2)

• For Lproto, the effects are not significant when ρ = 0.5
and ρ = 1. However, there is a notable improvement
in Un1 (∼ 2 − 5%) and Un2 (∼ 6 − 7%) when the
Lproto component is included.

5. Related Work
Generalized category discovery (GCD) This problem
extends NCD [14, 17, 18, 32] by considering unlabeled data
from both known and novel classes [44]. GCD addresses
this challenge through semi-supervised contrastive learn-
ing on large-scale pre-trained visual transformers (ViT) fol-
lowed by constraint KMeans [1]. Concurrently, ORCA
[4] proposes an uncertainty adaptive margin loss to reduce
intra-class variances between known and novel classes.
Opencon [41] proposes a contrastive learning frameworks
which selects the positive and negative pair via a moving
average prototype. Despite the prevalence of class imbal-
ance, many existing works in this area overlook its impact.
Our work contributes to the field by addressing this gap.

Learning with class-imbalanced data Real-world
datasets often exhibit a long-tailed label distribu-
tion [34, 43], complicating standard DNN training and
generalization [13, 36, 47]. To address class imbalance,
approaches include (a) re-weighting loss functions class-
wise [5, 30, 35], and (b) re-sampling datasets for balanced
training distribution [3, 8]. Both methods perform better
when applied in later training stages for DNNs [23, 42].
However, they assume full supervision, prompting studies
on weak-supervision, such as semi-supervised learn-
ing [26, 48], where [26] requires ground-truth class priors
and [48] estimates them from labeled data. Our work,
however, presents a greater challenge as the imbalances
occur between known and unknown classes, with no prior
class distribution information available to estimate the
known class prior distribution.

6. Conclusion
In this paper, we present the significant and challeng-

ing problem of Imbalanced Generalized Category Discov-
ery (ImbaGCD), characterized by an imbalanced distribu-
tion of unlabeled data. To tackle this issue, we develop
ImbaGCD, a novel and robust optimal transport-based ex-
pectation maximization framework. Our extensive experi-
mental evaluation encompasses varying settings, including
balanced and multiple imbalanced scenarios. The results
demonstrate that our proposed method consistently outper-
forms state-of-the-art approaches across diverse imbalanced
settings. Furthermore, ImbaGCD exhibits competitive per-
formance in both balanced and original GCD settings, high-
lighting its adaptability and effectiveness across a range of
situations. These findings establish ImbaGCD as a highly
capable and versatile solution for addressing the ImbaGCD
problem, paving the way for further advancements in GCD.

References
[1] David Arthur and Sergei Vassilvitskii. K-means++ the ad-

vantages of careful seeding. In Proceedings of the eigh-
teenth annual ACM-SIAM symposium on Discrete algo-
rithms, pages 1027–1035, 2007. 8

[2] Mateusz Buda, Atsuto Maki, and Maciej A Mazurowski. A
systematic study of the class imbalance problem in convo-
lutional neural networks. Neural Networks, 106:249–259,
2018. 2

[3] Jonathon Byrd and Zachary Lipton. What is the effect of im-
portance weighting in deep learning? In International con-
ference on machine learning, pages 872–881. PMLR, 2019.
8

[4] Kaidi Cao, Maria Brbic, and Jure Leskovec. Open-world
semi-supervised learning. In ICLR, 2020. 2, 4, 5, 7, 8

[5] Kaihua Cao, Colin Wei, Adrien Gaidon, Nikos Arechiga,
and Tengyu Ma. Learning imbalanced datasets with label-
distribution-aware margin loss. Advances in Neural Infor-
mation Processing Systems, 32:1565–1576, 2019. 2, 8



[6] Mathilde Caron, Ishan Misra, Julien Mairal, Priya Goyal, Pi-
otr Bojanowski, and Armand Joulin. Unsupervised learning
of visual features by contrasting cluster assignments. Ad-
vances in Neural Information Processing Systems, 33:9912–
9924, 2020. 4

[7] Olivier Chapelle, Bernhard Scholkopf, and Alexander
Zien. Semi-supervised learning (chapelle, o. et al., eds.;
2006)[book reviews]. IEEE Transactions on Neural Net-
works, 20(3):542–542, 2009. 1

[8] Nitesh V Chawla, Kevin W Bowyer, Lawrence O Hall, and
W Philip Kegelmeyer. Smote: Synthetic minority over-
sampling technique. Journal of Artificial Intelligence Re-
search, 16:321–357, 2002. 2, 8

[9] Ting Chen, Simon Kornblith, Mohammad Norouzi, and Ge-
offrey Hinton. A simple framework for contrastive learn-
ing of visual representations. In International Conference on
Machine Learning, pages 1597–1607. PMLR, 2020. 4, 5

[10] Haoang Chi, Feng Liu, Wenjing Yang, Long Lan, Tongliang
Liu, Bo Han, Gang Niu, Mingyuan Zhou, and Masashi
Sugiyama. Meta discovery: Learning to discover novel
classes given very limited data. In ICLR, 2021. 2

[11] Yin Cui, Menglin Jia, Tsung-Yi Lin, Yang Song, and Serge
Belongie. Class-balanced loss based on effective number
of samples. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pages 9268–
9277, 2019. 2

[12] Marco Cuturi. Sinkhorn distances: lightspeed computa-
tion of optimal transport. In Proceedings of the 26th In-
ternational Conference on Neural Information Processing
Systems-Volume 2, pages 2292–2300, 2013. 2, 3, 4

[13] Qi Dong, Shaogang Gong, and Xiatian Zhu. Imbalanced
deep learning by minority class incremental rectification.
IEEE transactions on pattern analysis and machine intelli-
gence, 41(6):1367–1381, 2018. 8

[14] Enrico Fini, Enver Sangineto, Stéphane Lathuilière, Zhun
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