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Abstract

Fixation prediction has been an active area of research
in the field of visual scene understanding. To achieve im-
proved prediction results, emerging deep learning solutions
are becoming more complex. In this work, we present FixP-
Net, a novel, and lightweight two-stream fixation prediction
network. The proposed architecture is built on attention-
driven image priors and a low-complexity representation
learning network that can handle a wide variety of real-
world data. FixPNet incorporates a simplified multi-level
feature extraction network and a parallel stream to derive
coarse-level image priors. We examine the significance
of image priors by validating on a set of challenging im-
ages from the SALICON and MIT1003 datasets. Compre-
hensive qualitative and quantitative evaluation show that
the proposed network could learn and capture spatial and
semantic information in a scene quite effectively, with a
higher hit rate and fewer false positives. The proposed
methodology achieves state-of-the-art performance on the
SALICON dataset. Given its low inference time and model
complexity, FixPNet is ideal for deployment on low-power
devices such as mobile phones.

1. Introduction

Visual scene understanding is an important research area
that plays a central role in many applications such as video
surveillance, robot navigation, visual search, and so on. Hu-
man eye fixation detection, the challenge of locating points
or image regions that attract human observers’ attention, at
first sight, is one of the crucial topics under visual scene
understanding for its specific use cases in object tracking,
image composition, image retargeting, etc. According to re-
search on eye fixation, an interesting region of ‘visual stim-
ulus’ in a scene triggers a portion of the human eye retina to
process complex information. The spectrum of visual stim-
uli includes low-level features like color contrast, intensity,

Figure 1. Sample Images and Ground Truth Fixation Maps

orientation, position, boundaries, motion, etc., and high-
level features like faces, objects, and text. Fig. 1 presents a
few example images with ground truth fixation maps from
the well-known visual saliency datasets: SALICON [14]
and MIT1003 [15].

Early studies on the subject of eye fixation fo-
cused on designing methods using low-level handcrafted
features. However, given the range of aspects that define
visual saliency, it can be challenging to design methods
that effectively combine all such features individually. Deep
neural networks have been incredibly successful in im-
proving eye fixation prediction and Salient Object Detec-
tion [19] in recent years. Numerous encoder-decoder-based
deep architectures that emphasize multi-level feature rep-
resentations and repeated objectness refinement strategies
to incorporate both low and high-level features have been
demonstrated to improve detection accuracies. But for real-
time use cases, the increased parameter overheads and pro-
cessing complexity with most methods have turned into a
bottleneck. In conclusion, a balanced network design that
handles broad variations in real-world data, with improved
detection performance and low operating cost is required
for real-time deployments.

In order to robustly handle the highly variable real-world
data, we present FixPNet, a lightweight fixation prediction
network based on attention-guided image priors. The pro-



posed two-stream architecture includes a simplified multi-
level feature extraction network to derive context-rich repre-
sentations and a parallel stream to derive coarse-level image
priors that explicitly cover the spectrum of fixation stimuli.
We use channel and spatial attention to handle the different
data distributions and place emphasis on discriminative rep-
resentations. Through this two-stream design, the proposed
technique effectively captures widely diverse visual context
through stage-wise fixation prediction on a challenging set
of images from the benchmark datasets, SALICON and
MIT1003. The quantitative and qualitative results pre-
sented in Section 4 demonstrate the robustness of the pro-
posed FixPNet as compared to the state-of-the-art meth-
ods. The solution is ideal for low-power devices like mo-
bile phones for its faster inference speed and minimal model
complexity. To our knowledge, this is the first work for fixa-
tion prediction that studies the significance of adding differ-
ent priors guided by attention mechanisms to deep feature
networks.

The primary contributions of the proposed solution are
summarized as follows:

1. A scalable, lightweight solution for fixation prediction,
that is well-suited for low-power devices.

2. A novel two-stream fixation prediction network that
exploits both deep learning and traditional visual fea-
tures.

3. The usage of explicit image priors, which improves the
hit rate and reduces the false positives in the predic-
tions.

2. Related Work
To predict human eye fixations and salient object maps,

various computational models have been proposed in the
past. The eye fixation and salient object maps have a sig-
nificant correlation; the former predicts sparse human eye
fixation locations in an image, while the latter aims to pre-
cisely detect the whole attentive object areas using a two-
dimensional topographically arranged map.

One of the earliest models for determining center-
surround saliency was put forth by Koch et al. [16] and later
implemented by Itti et al. [12] with a reasonable amount
of success. The majority of the early approaches for fixa-
tion prediction were based on conventional computer vision
methods that created pixel-level attributes, such as spectral
residue, global context information, etc. Additionally, it
has been demonstrated that incorporating hand-crafted im-
age priors can improve detection performance [3,4,11,22].
Tong et al [22], Cheng et al [4] quantitatively show the
importance of the center prior to modern detection meth-
ods. Similarly, the use of boundary, background, contrast,
color, and compactness priors are also investigated for their

impacts on fixation prediction. For example, the spatial lay-
outs of the objects seen in the images are captured by the
background priors as presented by Zhu et al [25]. Cheng et
al [3] applied boundary connectivity prior to handling the
challenges with background priors. To aid in capturing lo-
cal and global features, BoFu et al [11] put forth a contrast
prior.

Recently, the research in this area has moved to deep
models as methods focused on pixel-level visual attributes
failed to capture sufficient semantic information, which is
crucial for such advanced tasks. With the development of
deep neural networks (DNNs) and the availability of large-
scale saliency data sets, state-of-the-art in fixation predic-
tion has improved significantly. A first attempt to model
saliency using DNN with a 3 layer network is presented
by Vig et al [23]. Then Kuemmerer et al [18] suggested a
transfer learning method that makes use of already-existing
networks trained for object identification tasks to generate
saliency maps. Later, it was established that models based
on Fully Convolutional Networks (FCN) were more suc-
cessful and efficient at predicting saliency. Dodge et al [8]
proposed a novel saliency prediction model that incorpo-
rates global scene semantic information and local informa-
tion generated by a DNN.

Liu et al [20] used salient and non-salient regions at
many scales in network design for eye fixation predic-
tion. In order to predict human eye fixation, Wang et
al [24] built multi-level supervision in the convolutional lay-
ers with various receptive fields and a skip-layer network
structure. The method presented by DeepFix [17] incor-
porates location-based convolution filters, enabling the net-
work to exploit location-dependent patterns. Another study
titled SALICON [14] uses a multi-stream technique to pre-
dict saliency with a network objective function that is de-
signed specifically for saliency.

In summary, the majority of the methods outlined above
concentrate on deep network variations to capture the rep-
resentation of several levels of features, resulting in heavier
models that are still incapable of handling most data varia-
tions in real-world samples.

3. Proposed Method

Figure 2 illustrates the architecture of the proposed fix-
ation prediction method, termed FixPNet. There are three
primary components in FixPNet: i) Deep Feature Extrac-
tion Module; ii) Prior Generation Module to explicitly
cover the spectrum of fixation stimuli; iii) Union Attention
Module to emphasize significant and context-rich represen-
tations. In this section, each of these stages is explained in
detail.



Figure 2. The Proposed FixPNet Architecture for Eye Fixation Map Prediction

3.1. Deep Feature Extraction

We aim to develop an effective and simple model for fix-
ation prediction by drawing inspiration from TRACER [19].
We employ EfficientNet [21] as a backbone network to ac-
quire deep feature representation given its greater learning
capabilities and compactness as compared to other models
like ResNet and VGG. We experimentally choose feature
maps from three different stages of the CNN: 3, 5, and
7 which contain 40, 112, and 320 channels, respectively.
These are represented in the model architecture as F3, F5,
F7. The feature maps are reduced to F̂3, F̂5 and F̂7 of sizes
32, 64 and 128, by processing through multi-kernel based
receptive field blocks, which have a set of k × 1 and 1 × k
convolutions. F̂5, F̂7 are upsampled by scale factors 2, 4,
respectively and concatenated to F̂3, along the channel axis,
giving multi-level feature maps.

3.2. Image Priors Generation:

In order to cover the broad spectrum of image stimuli,
we choose to generate 4 types of fundamental and compli-
mentary priors: Center, Boundary, Background, and Seg-
mentation. The generation procedure for each of the priors
is explained in detail below.

3.2.1 Centre and Boundary Prior:

In order to capture the center bias in the input data, a 2d-
Gaussian map is taken as a Centre Prior. The Gaussian map
is generated using Eq. 1 with experimentally selected pa-
rameters.

(1/2πσxσy) ∗ exp−[(x−µ2
x)/2σ

2
x+(y−µ2

y)/2σ
2
y ] (1)

where σx, σy denote standard deviations along x, y axes,
respectively. µx and µy denote mean values along x and y

axes respectively. The inverse of the center prior calculated
above is utilized as the boundary prior.

3.2.2 Background Prior:

Background prior is used to suppress the output saliency
map’s false detection of salient regions. The steps below
are used to generate the background prior.

1. Run edge detection using Sobel Operator.

2. To reduce noise, only retain edges that are above a set
threshold.

3. Run contour detection over the edges.

4. Select only significant contours that constitute at least
5% of the total area of the input image.

5. On the resulting image, use the logical NOT operator
to produce the final background map.

3.2.3 Segmentation Prior:

One can choose to use any of the most recent, affordable
segmentation algorithms to produce coarse-level segmen-
tation maps, as shown in the Fig 2. We decide to create
a segmentation map using the well-known clustering-based
segmentation algorithm SLIC that is efficient in learning
the continuity between salient regions and their extent. By
employing multi-level segment maps, wide variations in the
input data can be captured. We consider 4 levels of seg-
mentation with the cluster sizes of 5, 25, 45, 65 to obtain 4
different segment maps.

3.3. Union Attention Module:

The Union Attention Module receives a concatenated in-
put of the feature maps from the Deep Feature Extraction
Module and the set of image priors from the Image Prior



Generation Module. As these concatenated feature maps
come from different data distributions, we employ channel
and spatial attention. To emphasize the significant channels
from the input feature representations, channel attention is
used. The spatial information is mean-pooled globally to
obtain a representative value X̃ , for each feature map. We
use self-attention and softmax function, with sigmoid func-
tion to generate the attention map αc using the descriptor X̃
as shown in Eq. 2.

αc = σ

(
exp(Fq(X̃)Fk(X̃)T )∑
exp(Fq(X̃)Fk(X̃)T )

Fv(X̃)

)
(2)

where F(·) is a convolution operation using a 1× 1 kernel.
The final representation of channel attention is given by

Xc = X ∗ αc +X (3)

In addition to channel attention, spatial attention is used
to focus on the feature maps’ informative regions. The
inter-spatial relationship of features is captured using self-
attention, and the input data is reduced to a single output
feature Xs.

Xs =

(
exp(Fq(Xc)Fk(Xc)

T )∑
exp(Fq(Xc)Fk(Xc)T )

Fv(Xc)

)
+ Fv(Xc)

(4)
The final saliency map, denoted as Sm, is produced by pass-
ing Xs from the preceding stage through a sigmoid layer.

3.4. Adaptive Pixel Intensity Loss

We integrate the binary cross entropy (BCE), Intersec-
tion over Union (IoU), and L1 loss functions, much like
TRACER [19], to form the loss function. Although its
intended purpose was for Salient Object Detection, we
learned that it is also useful for Fixation Prediction. By tak-
ing into account the pixel intensity w, it helps in effectively
highlighting the most salient region in relation to the sur-
rounding area.

wij = (1− λ)
∑

k ∈ K

∣∣∣∣∣∣∣∣∣∣

∑
h,w∈Aij

ykhw∑
h,w∈Aij

1
− yij

∣∣∣∣∣∣∣∣∣∣
yij (5)

In Eq. 5, K denotes the kernel size, (h,w) represents the
pixels around the target pixel Aij within the kernel and y
represents the ground truth label. λ is a penalty term set to
0.5 and kernel size K ∈ {3, 15, 31}.

The pixel intensity w is used in BCE loss to enable the
network to focus on the extent of the salient regions. Eq. 6
represents the adaptive BCE loss, where y and ŷ denote the

label and predicted probability of binary class c.

La
BCE = −

H∑
i

W∑
j

(1 + wij)

1∑
c=0

(yc log(ŷc) + (1− yc) log(1− ŷc))

H∑
i

W∑
j

(1.5 + wij)

(6)
Equation 7 illustrates adaptive IoU loss, which empha-

sizes more on the bright pixels more than the other pixels.

La
IoU = 1−


H∑
i

W∑
j

(yij ŷij)(1 + wij)

H∑
i

W∑
j

(yij + ŷij − yij ŷij)(1 + wij)


(7)

We apply the pixel intensity w to L1 loss, as shown in
Eq. 8. This helps in distinguishing between important pixels
when computing the divergence from the ground truth.

La
L1 =

H∑
i

W∑
j

|yij − ŷij |(1 + wij)

H ∗W
H∑
i

W∑
j

wij

(8)

The final loss function referred to as Adaptive Pixel In-
tensity loss, is taken as a combination of the above 3 loss
functions as shown below,

LAPI(y, ŷ) = La
BCE(y, ŷ) +La

IoU (y, ŷ) +La
L1(y, ŷ) (9)

4. Experimentations and Results
4.1. Datasets

We use SALICON [14] and MIT1003 [15] datasets
for our training and evaluation purposes. SALICON
(SALIency in CONtext) is a large selective attention dataset
that contains 20K images with mouse-tracking annotations.
The well-known MS COCO dataset’s samples were used to
build the dataset. From the 20K images, 10K, 5K, and 5K
images are used as training, testing, and validation sets, re-
spectively. MIT1003 contains 1003 images collected from
the Flicker and LabelMe dataset. It is based on eye-tracking
data from fifteen subjects who freely viewed the images.

4.2. Evaluation Metrics

Along with the growth of visual saliency literature and
its associated datasets, a set of 8 distinct metrics are found
to be widely employed. Namely, 1) Area under ROC Curve
(AUC); 2) Shuffled AUC (sAUC); 3) Normalized Scanpath
Saliency (NSS); 4) Pearson’s Correlation Coefficient (CC);
5) Earth Mover’s Distance (EMD); 6) Similarity (SIM); 7)



Kullback-Leibler divergence (KLD); 8) Information Gain
(IG). Based on the comprehensive study [1], we choose to
use AUC, sAUC NSS, CC, Similarity, and KLD as met-
rics for our validation and comparisons with competing ap-
proaches.

4.3. Implementation Details

The proposed model is trained and evaluated using the
SALICON and MIT1003 datasets. We adhere to the
same validation and testing partitions given in SALICON.
Employing EfficientNet [21] enables us to develop scaled
versions, resulting in gradual improvement in performance
at the expense of additional memory and computations. The
training batch size is set to 32 with a maximum of 50
epochs. Adam optimizer was used with a learning rate of
5× 10−5 and a weight decay of 10−4 for every epoch. The
proposed model was implemented in the Pytorch frame-
work on a TITAN-X GPU and is benchmarked against all
other competitive methods.

FixPNet-E2, based on EfficientNet-B2, and FixPNet-E5,
based on EfficientNet-B5, along with a lightweight version,
named FixPNet-lite based on EfficientNet-lite1 were devel-
oped. FixPNet-lite is only 15 MB and operates at 90fps.
It is to be noted that in FixPNet-lite, the feature extraction
module has been simplified, which has significantly reduced
the size of the model, making it suitable for deployment on
low-power devices like mobile phones.

4.4. Results

4.4.1 Comparative Results

We performed both quantitative and qualitative analysis on
the SALICON test set of 5000 samples to show the ef-
fectiveness of our proposed FixPNet. Table 1 presents the
quantitative results obtained by submitting the predicted fix-
ation maps to the challenge system 1. Performance com-
parison of the proposed method with the recent and popu-
lar state-of-the-art approaches, including EML-Res, EML-
Nas [13], and MLNet [5], demonstrates its increased per-
formance, notably in terms of CC and Similarity measures.
The choice of the backbone network (EfficientNet variants)
results in a trade-off between prediction accuracy and per-
formance cost as shown in Table 1.

We exhibit the comparison fixation maps in Fig. 3 to
illustrate how the suggested approach can handle difficult
real-world samples. For subjective observation, a set of
unseen images from the SALICON dataset are chosen for
comparison. When compared to the ground truth maps,
the high-quality fixation maps predicted by FixPNet are ob-
served to be relatively smooth and consistent. With the in-
creased hit rate and reduced false positives, the samples in

1http://salicon.net/challenge-2017/

Table 1. Quantitative Comparison of Detection Performance: Fix-
PNet Vs Competitor Methods

Method AUC ↑ sAUC ↑ NSS ↑ CC ↑ Sim ↑ KLD ↓ MB ↓

SalFBNet [7] 0.868 0.740 1.952 0.892 0.772 0.236 23.4

FB Net [6] 0.843 0.706 1.687 0.785 0.694 0.708 4.7

MD-SEM [10] 0.864 0.746 2.058 0.868 0.774 0.568 -

EML Net [13] 0.866 0.746 2.050 0.886 0.780 0.520 180.2

UNISAL [9] 0.864 0.739 1.952 0.879 0.775 - 14.7

GazeGAN [2] 0.864 0.736 1.899 0.879 0.773 0.376 879.2

ML Net [5] 0.866 0.768 - 0.743 - - 58.9

FixPNet-lite 0.860 0.740 1.942 0.892 0.782 0.870 15.0

FixPNet-E2 0.861 0.742 1.973 0.900 0.790 0.907 42.9

FixPNet-E5 0.862 0.744 1.991 0.904 0.793 0.903 120.5

Table 2. Performance of FixPNet with Different Image Priors

FixPNet Configurations Sim ↑ CC ↑ KLD ↓
Without Priors 0.737 0.871 1.232

Without Segmentation,Background Priors 0.758 0.884 1.012
Without Background Prior 0.756 0.884 1.085

Without Segmentation Prior 0.761 0.888 1.022
With All Priors 0.781 0.901 0.893

the figure clearly demonstrate the proposed method’s effec-
tiveness.

4.4.2 Ablation study

We begin with a FixPNet model that comprises all of the
prior information and gradually remove each of the four
image priors (Center prior, Boundary prior, Segmentation
prior, Background prior) to understand the influence of each
individual image prior in the fixation prediction task. Ta-
ble 2 contains the resulting 5 configurations and their stage-
by-stage quantitative results. We selected a set of 500 chal-
lenging images from the SALICON dataset and compared
the performances. The results show improvement by 5.97%
in Similarity, 3.4% in CC, and 27.5% in KL Divergence
metrics when all 4 priors were taken into account.

We compare fixation maps with and without prior
streams in Fig. 4. The fixation maps for the sample set
of images highlight the significance of each prior in cov-
ering the spectrum of image stimuli through improved hit
rates and reduced false positives. We can also note that
the FixPNet’s predictions with priors are considerably more
consistent with the ground truth than the FixPNet’s predic-
tions without priors.

5. Conclusions
In this paper, we presented FixPNet, a novel and

lightweight fixation prediction network that is robust to real-

http://salicon.net/challenge-2017/


Figure 3. Qualitative Comparison of Fixation Maps: FixPNet Vs Competitor Methods

world data variations through the effective exploitation of
prior knowledge. The inclusion of prior information aids in
the capture of deep semantics. The improved prediction ac-
curacy and low model complexity of the proposed method
is highly suitable for solution deployment in low-power de-

vices.
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